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Abstract—Corporate relative valuation (CRV) refers to the process of comparing a company’s value from company products, core staff

and other related information, so that we can assess the company’smarket value, which is critical for venture capital firms. Traditional

relative valuationmethods heavily rely on tedious and expensive human efforts, especially for non-publicly listed companies. However, the

availability of information about company’s invisible assets, such as patents, talent, and investors, enables a new paradigm to learn and

evaluate corporate relative values automatically. Indeed, in this paper, we reveal that, the companies and their coremembers can natually

be formed as a heterogeneous graph and the attributes of different nodes include semantically-richmulti-modal data, thereby we are able

to extract a latent embedding for each company. The networkembeddings can reflect domain experts’ behavior and are effective for

corporate relative valuation. Along this line, we develop a heterogeneousmulti-modal graph neural networkmethod, namedHM2, which

dealswith embedding challenges involvingmodal attribute encoding,multi-modal aggregation, and valuation predictionmodules.

Specifically, HM2 first performs the representation learning for heterogeneous neighbors of the input company by taking relationships

among nodes into consideration, which aggregates node attributes via linkage-awaremulti-head attentionmechanism, rather thanmulti-

instance basedmethods. Then, HM2 adopts the self-attention network to aggregate differentmodal embeddings for final prediction, and

employs dynamic triplet losswith embeddings of competitors as the constraint. As a result, HM2 can explore companies’ intrinsic properties

to improve the CRV performance. Extensive experiments on real-world data demonstrate the effectiveness of the proposedHM2.

Index Terms—Corporate relative valuation, heterogeneous graph, multi-modal learning, linkage-aware

Ç

1 INTRODUCTION

RECENT years, we havewitnessed the increasing popularity
of applyingmachine learningmodels in software as a ser-

vice (SAAS) and various enterprise applications, which
greatly reduces the manual cost and improves the operating
efficiency. For example, [1] proposed an intelligent job inter-
view system, which can be applied in human resources man-
agement (HRM); [2] utilized the structure-aware convolution
neural network for talent flow forecast, which can be intro-
duced into enterprise resource planning (ERP); [3] applied
neural networks for user recommendation, which can be
practiced into customer relationship management (CRM),
etc. Meanwhile, there also spring up many enterprise service
companies based on artificial intelligence technologies, for
example, UiPath1 delivers data mining techniques for docu-
ment management, contact center, human resources, supply
chains, etc.; Pymetrics2 combines artificial intelligence tech-
nology for intelligent recruitment, talent matching, etc. On
the other hand, corporate valuation plays an important role
in SAAS,which is to evaluate the relative value of companies,
and establishes a critical basis for various pricing transactions
in enterprise applications.

There exist several sophisticated corporate absolute valu-
ation methods, for example, discounted cash flow method
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(DCF) [4], economic value added method (EVA) [5], real
options method (ROA) [6] and price-to-sales method
(PS) [7]. While these methods always require historical
financial statements of the company, which are difficult to
acquire, especially for non-publicly listed companies. On
the other hand, some other corporate relative valuation
methods are adopted. These methods usually rely on pro-
fessionals to comprehensively consider the core resources,
members, and competitors of the company, and then carry
on the final valuation. Note that this type of methods can be
used to estimate the company’s value level without detailed
financial statement analysis, whereas needs precise judg-
ments and heavily relies on tedious and expensive man-
power. With the economic development, the number of
companies has increased dramatically, thereby it is
undoubtedly difficult for venture capital firms to conduct
large amount of company valuation screening on interested
companies. In result, it urgently needs automatic or semi-
automatic CRV technology by applying machine learning
models.

As a matter of fact, relative valuation performed manu-
ally without financial statements always considers three fac-
tors: 1) the core resources of the company and its affiliates,
such as the basic information, business conditions, and
intellectual properties; 2) the information of core members
of the company, such as member’s background, resume,
and influence; and 3) the valuation of competitors within
the same industry. Naturally, as shown in Fig. 1, these com-
panies and members construct a complex heterogeneous
multi-modal graph. In detail, there are two types of nodes
in the graph, i.e., companies and members. Meanwhile,
attributes of nodes constitute multi-modal data, i.e.,

different types of nodes have various descriptions. Besides,
there appear multiple types of graph linkages, i.e., com-
pany-company, company-member, and member-member.
Therefore, by comprehensively modeling the corporate/
personal attributes and the linkages among them, we can
obtain new latent embeddings to describe the company,
which can be further utilized in corporate valuation task.
This learning procedure is also confirmed with professional
domain experts’ operation in reality.

Inspired by the observations above, we develop HM2, a
heterogeneous graph neural network for corporate relative
valuation. HM2 is a deep graph network, which can acquire
discriminative embeddings of the company node by encod-
ing heterogeneous neighbors comprehensively. Different
from previous HGNNs, HM2 can effectively capture the
relationships among nodes, and design specific structural
loss function to improve the final performance. In detail,
based on obtained heterogeneous neighbors of the input
company, HM2 aggregates node attributes via the linkage-
aware multi-head attention mechanism [8], which effec-
tively incorporates the relationships into node embedding.
Then, HM2 utilizes adaptive weighted ensemble to aggre-
gate multi-modal node embedding, which can capture
modal interactions and get more descriptive capabilities.
Moreover, the loss function includes the extra triplet loss,
which considers the structure with competitors’ embed-
dings except for normal company valuation loss, and aims
to enhance the embedding presentation capability by multi-
task operator. To the best of our knowledge, we are the first
to formalize the corporate relative valuation into an induc-
tive learning problem considering heterogeneous graph
structure. To summarize, the main contributions are:

� We formalize the corporate relative valuation as the
heterogeneous multi-modal graph structure, which
includes heterogeneous nodes, linkages and multi-
modal node attributes in specific;

� We develop HM2, a heterogeneous multi-modal
graph neural network, which considers heteroge-
neous nodes and linkages for node embeddings
comprehensively, and combines specific structure
loss for final prediction. In result, HM2 can be effec-
tively applied to corporate relative valuation;

� We conduct extensive experiments on collected real-
world corporate valuation dataset, and our results
demonstrate the effectiveness of HM2.

2 PRELIMINARIES

In this section, we declare our motivation, deliver the defini-
tion of CRV with heterogeneous company-member graph,
and then introduce the adopted real-world data. In addi-
tion, we also introduce existing heterogeneous graph neural
networks.

2.1 Motivation

In real applications, as shown in Fig. 1, relative valuation per-
formed manually always considers two factors [9], [10]: 1)
the company and its affiliates. 2) the core members of the
company. Therefore, similar to the citation network (author-
article) [11], [12], the companies and members can be

Fig. 1. (Best viewed in color.) Example of company structure. CRV usu-
ally considers two aspects of the company’s structure: 1) affiliates, i.e.,
the relevant information of the company and its affiliates (for example,
founded, acquired, and invested subsidiaries); 2) members, i.e., the rele-
vant information of company’s core member (for example, manager,
supervisor, etc). Considering privacy, we use cartoon characters for
replacement. Note that the companies and members can be regarded
as entities, and the connections among them can be regarded as link-
ages, thereby all the data can naturally be constructed to a heteroge-
neous graph.
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regarded as entities, and the connections among them can be
regarded as linkages. Consequently, the data naturally con-
struct a complex heterogeneous multi-modal graph. Essen-
tially, it is unstructured data for the reason that: 1) the graph
size is arbitrary, the topological structure is complex, and
there is no spatial locality like images; 2) the graph does not
have a fixed order of nodes; and 3) the graph is dynamic and
contains multi-modal features. If we directly concatenate the
company embedding and themember embedding as a single
example, the neighbor representation and structural informa-
tion of the sample cannot be considered. Therefore, in this
paper, we develop a deep heterogeneous graph method for
CRV. The experimental comparisonwith traditionalmethods
also verifies the effectiveness of the graph embedding.

2.2 Problem Definition

First, we formalize the definition of heterogeneous graph
with multi-modal information.

Definition 1. Heterogeneous Multi-Modal Graph (HMMG).
(also known as Content-associated Heterogeneous Graph [13])
As shown in Fig. 2, HMMG is defined as a graph G ¼
ðV;E;CV ;CEÞ with node set V , linkage set E, node type set CV ,
and linkage type set CE . Different from homogeneous graph that
nodes belong to a single type, HMMG owns multiple node types,
and different types of nodes have various linkage representations.
Moreover, attributes of different types of nodes constitute multi-
modal data, i.e., different types of nodes have various raw dimen-
sional attribute representations.

With Definition 1, we can observe that the company pen-
etration graph actually is an HMMG with two types of
nodes. In detail, the node type set CV includes: company and
member, and the linkage type set CE includes: company-com-
pany, company-member and member-member. Then, we can
define the corporate relative valuation.

Problem 1. Corporate Relative Valuation (CRV). CRV aims
to estimate the relative valuation or value level, i.e., a regression
or classification problem, without the financial statement data.

CRV is widely used for startups and unlisted companies, and
always considers the core resources, members, and competitors
of the input company. Traditional CRV usually relies on expe-
rienced experts.

In summary, we now define the CRV problem with
HMMG representation learning. Without any loss of gener-
ality, we provide both approximate (coarse-grained) and
accurate (fine-grained) valuations of the input companies in
experiments.

Definition 2. Heterogeneous Multi-Modal Graph Network
for Corporate Relative Valuation. Given an HMMG G ¼
ðV;E;CV ; CEÞ, each corporate node v1i in G has its own attri-
bute x1i , and is with two ground truth, i.e., ybi 2 RLb denotes
the business category, with Lb represents the dimension, and
ypi 2 RLp denotes the corporate relative valuation level, with Lp

also denotes the dimension. Besides, each member node v2j in G
also has corresponding descriptions x2j . The task is to design a
model f that able to estimate corporate relative valuation level
ypi of these companies, and the key challenge of f is to learn
company’s embedding, which encodes both structural relation-
ships and node attributes.

Note that the ambition is to estimate the corporate value,
thereby we concentrate on the embedding of the company
nodes, i.e., v1i , in this paper.

2.3 Data Descriptions

The real-world corporate valuation dataset is provided by
our business partner, and consists of companies in the inter-
net industry. There are several reasons to utilize the data
from the internet industry: 1) With the development of the
Internet, most of the recent emerging companies are belong
to the internet industry, and serious data missing is a uni-
versal problem among companies in other different
domains; 2) Considering the cost of data collection, Internet
industry takes up the largest number of companies in the
collected data; and 3) The heterogeneous graphs of internet
companies have the relevance island problem with the het-
erogeneous graphs of other domains, i.e., few connections
between two domains’ heterogeneous graphs. Thereby it is
difficult to consider all domains in one unified graph. Note
that these companies are mostly startups or unlisted compa-
nies, and are in need of relative valuation. The data can be
represented as HMMG in Definition 1 naturally. The origi-
nal data will be published after permission.

In detail, the graph consists two types of nodes: company
and core member, the corporate and member nodes are
associated with their own attributes, i.e., company has 132
dimensional features, which cover basic information, legal
proceedings, business conditions, intellectual property and
so on. Member has 5 dimensional features, which are
extracted from personal information. And member nodes
are concatenated with 45 dimensional embeddings using
node2vec [14]. Besides, the linkages constitutes three types:
1) company-company linkages have two predicates, i.e.,
investment, acquisition. We present the representation of link-
age as investment ratio, and acquisition is denoted by 1. 2)
company-member linkages have nine predicates, for example,
chief executive officer (CEO), chief operating officer (COO),
chief technology officer (CTO), chief financial officer (CFO)

Fig. 2. (Best viewed in color.) The illustration of heterogeneous multi-
modal graph. There exist various types of nodes, i.e., we utilize two
types here for simplicity (blue and yellow). Meanwhile, the linkages
among nodes are also with multiple types, i.e., blue, black, and yellow
solid lines. Different types of nodes can be represented by various
attributes.
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and related derivative positions. We apply one-hot encod-
ing to the company-member linkage. 3) member-member link-
ages have one predicate, i.e., whether they belong to the
same company. The main statistics of the dataset are shown
in Table 1.

Moreover, the relative valuation level has 4 categories,
i.e., 100 millions to 200 millions, 200 millions to 300 millions,
300 millions to 400 millions, and 400 millions above, and the
business class (BC) contains 7 categories, i.e., software ser-
vice, scientific research and technology service, commercial
service, e-retailing service, financial service, entertainment
service, and others. The visualizations of CRV and BC are
shown in Fig. 3, and the figure reveals that the instances dis-
tribute evenly among valuation categories, but unbalanced
among business categories. Therefore, the relevance of
instances within each business field needs to be effectively
considered. Note that we conduct experiments with the real
corporate value after using log operator.

2.4 Heterogeneous Graph Neural Network

In this section, we present a generic definition of heteroge-
neous graph neural networks (HGNN). HGNN is mainly
based on neighbor aggregation architecture, which empha-
sizes on processing different types of nodes respec-
tively [13], [15], [16]. In detail, HGNN usually samples
different types of neighbors for each input node, then enco-
des them respectively, and finally aggregates different
embeddings into a uniform embedding. The key idea of
HGNN is to process various types of neighbors for node vi,
which can be commonly expressed as [13], [15]

ftðviÞ ¼
1

jNtðviÞj
X

v02NtðviÞ
LSTM
����!fxðv0Þg � LSTM

 ����fxðv0Þg; (1)

where t denotes the node type, Ntð�Þ is the neighbor set of
input node, jNtð�Þj is the set size, xð�Þ represents the attribute
of node, and � denotes concatenation. The single LSTM can
be formulated as

zi ¼ sðWzxðv0Þ þ Uzhi�1 þ bzÞ;
gi ¼ sðWgxðv0Þ þ Ughi�1 þ bgÞ;
oi ¼ sðWoxðv0Þ þ Uohi�1 þ boÞ;
ĉi ¼ tanhðWcxðv0Þ þ Uchi�1 þ bcÞ;
ci ¼ gi � ci�1 þ zi � ĉi;

hi ¼ tanhðciÞ � oi;

where hi is the hidden state of ith node, Wj;Uj; bj j 2
fz; g; o; cg are learnable parameters, and zi; gi; oi are forget
gate vector, input gate vector, and output gate vector of ith
node respectively. � denoted element-wise product.

Here LSTMmodule employs Bi-LSTM [17] to capture deep
feature interactions. The Bi-LSTM operates on an unordered
content set, which is inspired by previouswork [18] for aggre-
gating unordered neighbors. In detail, the LSTM based mod-
ule first transform different neighbors with the same type into
a common embedding space, then employs the Bi-LSTM to
accumulate deep feature representations of all neighbors, and
utilizes a mean pooling operator over all hidden states to
obtain the general content embeddings. HGNN establishes
corresponding LSTMmodels for different types of nodes and
fuses them to obtain the final feature embeddings. However,
it is notable that Bi-LSTM in Equation (1) acts as a multi-
instance learning operator, which only aggregates the infor-
mation of heterogeneous neighbors, yet has not considered
the linkages among neighbors. Therefore, Bi-LSTM may lose
more information during feature embedding.

3 PROPOSED METHOD

The usage of HGNN for CRV task mainly faces the following
challenges: 1)Nodes in heterogeneous graph connect to differ-
ent types of neighbors, and the number of their neighbors
varies, for example, member nodes usually contains more
neighbors than company nodes. Thus, we need to design an
effective neighbor samplingmethod to consider both the num-
ber and type of sampling comprehensively. 2) Heterogeneous
neighbors contain different modal feature descriptions, and
the linkages among homogeneous and heterogeneous neigh-
bors are also inconsistent. Therefore, we need to design corre-
sponding fusion networks for heterogeneous neighbors, and
consider the linkages when learning embeddings. 3) Different
types of neighbors contribute differently to node embeddings
in heterogeneous graph, thus we need to adaptively learn the
weights of heterogeneous nodes for final fusion.

Based on the considerations above, we formally present
HM2, which consists of there modules: 1) modal attribute
encoding module, 2) multi-modal aggregation module, and
3) valuation loss module.

� Modal Attribute Encoding Module: This module enco-
des each type of neighbors respectively after neigh-
bor sampling, i.e., single modal attribute embedding.
The key idea is to take both nodes’ attributes and
their relations into consideration for learning overall
embedding;

� Multi-Modal Aggregation Module: This module adap-
tively aggregates different types of neighbors and

TABLE 1
Datasets Used in This Work

Data Node Edge CRV BC

ICV Company: 4362 Company-Company: 5106 4 7
Company-Member: 13123

Member: 6877 Member-Member: 28224

ICV denotes Internet corporate valuation, CRV represents corporate relative
valuation level, and BC represents business class.

Fig. 3. Data visualization. (a) is the number of each class in relative valu-
ation level (CRV) and (b) is the number of each class in business cate-
gory (BC).
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input node itself, i.e., the multi-modal embedding
weighted aggregation. The key idea is to learn adap-
tive weights for each modal information;

� Valuation Loss Module: This module considers the loss
of valuation prediction, while incorporates the simi-
larities of different corporate node embeddings in
the same business category, which aims to regularize
the consistence.

An overview of HM2 is shown in Fig. 4. Specifically, for
the input company node (i.e., dotted blue node), we will
first sample heterogeneous neighbors (blue and yellow
nodes) of the node. Second, we develop separate deep fea-
ture learning networks to aggregate information of neigh-
bors, which combines multi-head attention mechanism
considering various types of linkages in the learning pro-
cess. Finally, we comprehensively consider the embeddings
of input nodes and their neighbors using self-attention
mechanism to acquire final embeddings, which are used for
predicting the company’s valuation. Table 2 provides the
definition of symbols used in this paper.

3.1 Modal Attribute Encoding Module

The most critical component of graph neural networks
(GNNs) [18] is to aggregate attributes of neighbors for repre-
senting input node. However, heterogeneous graphs have
multiple types of nodes, rather than homogeneous type con-
sidered in previous methods. Therefore, the embedding of
heterogeneousgraph faces twochallenges: a) samplehetero-
geneous neighbors for each node in HMMG; b) construct
node encoder for each type of node inHMMG.

Neighbor Construction. The neighbor construction here
aims to provide more useful structural auxiliary informa-
tion for input node, so that learns more discriminative node
embedding. The common method for neighbor sampling is
to sample direct neighbors of each node, i.e., first-order
neighbors. Nevertheless, first-order neighbors have several
limitations as mentioned in [19]: 1) Be susceptible to inter-
ference. Nodes have limited first-order neighbors, thus
noise neighbors with incorrect relations or attributes may
impair the embedding; 2) Information loss. The effects of
non-direct neighbors are lost by aggregating attributes of

direct neighbors only, and limited neighbors may lead to
insufficient embedding, for example, node A has five direct
neighbors while node B only has three; and 3) Aggregation
difficulty. Sampling direct neighbors is unsuitable for aggre-
gating heterogeneous information that contains different
modal features. Therefore, sampling only direct neighbors
may play a negative role. Heterogeneous neighbors require
different transformations to deal with various feature types
and dimensions.

To solve this problem, inspired from [13], [14], HM2 uti-
lizes the random walk sampling for each node. In detail, it
contains two steps:

� Step 1: Sampling fixed size l of neighbors with ran-
dom walk sampling. In detail, the sampling process

Fig. 4. The overall architecture of HM2. From left to right, HM2 first samples fix sized neighbors, which include heterogeneous types. Then it encodes
each modal attributes via deep network with multi-head attention mechanism, and aggregates multi-modal embedding through adaptive attention.
Finally, it develops the loss via corporate valuation with structural triplet regularization.

TABLE 2
Description of Symbols

Sym. Definition

V set of nodes with different types, i.e., v1 (company),
v2 (member)

E set of edges with different types
CV T types of node: company and member
CE M types of linkage: company-company, company-

member
member-member

x attribute of each node, i.e., x1 2 Rd1 (company),
x2 2 Rd2 (member)

y ground truth of each company node, i.e., yb

(business
category), yp (valuation level)

f1 modal attribute encoding module
qlj the embedding of jth node in lth layer

al;h
i;j the learnable weight between nodes i and j in lth

layer
with hth head

Hl number of embedding aggregation head in lth
layer

pi;j embedding of the directed edge between nodes i
and j

ati;j predicate of edge between nodes i and j
f2 multi-modal aggregating module
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starts from input node v1i 2 V (superscript 1 repre-
sents the company node), and iteratively random
walks to neighbors of current node or returns to v1i
with a probability. The process ends until collecting l
nodes, i.e.,Nðv1i Þ; jNðv1i Þj ¼ l;

� Step 2: Grouping different types of neighbors. For
each type, it selects top kt (t is the node type) nodes
from Nðv1i Þ according to frequency.

With the procedure above, HM2 can collect all types of
neighbors for each node, and the most frequently visited
neighbors are selected. Notably, the number of each type of
node in Nðv1i Þ is constrained, which ensures the balance of
heterogeneous nodes. Note that HM2 focuses on the embed-
ding learning of corporate nodes, but the member-member
linkage can help to collect high-order member neighbors for
each node when constructing neighbor.

Modal Attribute Encoding. The majority of previous GNN
models focus on homogeneous graphs [20], [21], [22], which
ignore the impact of node type. However in HMMG, differ-
ent types of neighbors contribute differently to node embed-
dings. For example, mature companies have stronger core
resources, thus the attributes of corporate nodes have a
greater impact, whereas the core members have a relatively
large proportion of impact in several other companies for
valuation. On the other hand, different types of nodes have
various dimensional attributes, which contain inconsistent
physical meanings. Therefore, it is unreasonable to directly
aggregate heterogeneous neighbors as traditional GNN
models. In other words, heterogeneous multi-modal neigh-
bors require different embedding transformations. To solve
this problem, [13], [15], [16] attempt to handle heteroge-
neous graph embedding with novel deep graph neural net-
works, in which heterogeneous multi-modal neighbors are
encoded separately, and aggregated for final embedding.
However, most of these methods only encode heteroge-
neous neighbors with multi-instance based process, without
considering the relationships among nodes. But the correla-
tions play an important role in traditional GNNs, i.e., a
weighted metric in neighbor aggregation.

To model the relationships among neighboring nodes,
inspired by recent work of attention mechanism [23], we
propose a linkage-aware model f1, rather than directly
embedding aggregation. Specifically, f1 considers two fac-
tors: 1) The relationships among nodes. Different relation-
ships play various roles in embedding, for example,
investment and acquisition represent different affiliations
between two companies, and acquisition indicates stronger
relation; and 2) The hierarchical embedding. Direct and
non-direct neighbors have different impacts according to
feature propagation process mechanism [24], i.e., direct
neighboring nodes play relatively more important roles. In
summary, f1 can aggregate homogeneous neighboring
attributes, considering the linkages among nodes compre-
hensively. Without any loss of generality, different types of
nodes can have similar modal attribute encoding modules,
i.e., corporate and member nodes have similar encoding
structures except various dimensional input.

Therefore, as shown in the second part of Fig. 4, with
sampled neighbors, tth type of neighbors of v1i (company)
are denoted as Ntðv1i Þ. We refer to the self-head attention
mechanism, which performs embedding aggregation and

attention computation simultaneously. Formally, the self-
head attention aggregation can be formulated as

qlk ¼
X

j2NtðiÞ[fig
al
k;jq

l�1
j ; (2)

where l=k denotes hidden layer index (l ¼ 1; 2; . . . ; L) and
node index (k 2 NtðiÞ [ fig), al

k;j is a learnable weight
between nodes k and j. ql�1j denotes the embedding of node
j of l� 1th layer output, where q0j ¼ FðxjÞ is the trans-
formed representations in common space from raw attri-
bute, i.e., q0 2 Rd. al

k;j acts as self-attention operator, which
is a single layer forward neural network, and can be formal-
ized as

al
k;j ¼

exp ðv>l ðCðpk;jÞkatk;jÞ½ql�1k � ql�1j �Þ
� �

P
n2NtðiÞ[fig exp ðv

>
l ðCðpk;nÞkatk;nÞ½ql�1k � ql�1n �Þ

� � ; (3)

where v>l represents the weight matrix for lth layer, and �
denotes the vector point multiplication. pk;j 2 Rdp denotes
the one-hot representation of directed edge between nodes
k and j, and Cð�Þ denotes mapping from raw linkage repre-
sentation to its embedding. atk;j 2 R represents the link
predicate, i.e., atk;j is the investment ratio for company-com-
pany linkages, and atk;j ¼ 1 for company-member and
member-member linkages. k denotes concatenation opera-
tor, and pk;j ¼ atk;j ¼ � if there exists no direct linkage
between nodes k and j. � is always with a small value (i.e.,
10�3 in experiment).

We can also extend f1 to a more general architecture, in
which each layer contains a variable number of attribute
aggregation head. And multiple heads can promote the per-
formance and optimization stability. Therefore, Equa-
tions (2) and (3) can be reformulated as

qlk ¼
1

jHlj
X
h

X
j2NtðiÞ[fig

al;h
k;jq

l�1
j ;

al;h
k;j ¼

exp ðv>l;hðCðpk;jÞkatk;jÞ½ql�1k � ql�1j �Þ
� �

P
n2NtðiÞ[fig exp ðv

>
l;hðCðpk;nÞkatk;nÞ½ql�1k � ql�1n �Þ

� � ;

(4)

where h denotes the hth head, and Hl is the number of
heads in lth layer. Consequently, we can formalize the final
aggregated embedding output of tth type of neighboring
nodes as

ft
1ðv1i Þ ¼

1

jNtðiÞj
X

k2NtðiÞ
qLk : (5)

Thus, al
k;j can well measure the relationships between input

nodes and different types of neighbors, while considering
the impact of direct and non-direct neighbors. f1 computes
the aggregated embeddings by performing a weighted
aggregation of intermediate, and the learnable weight a can
effectively overcome the two problems mentioned above.

3.2 Multi-Modal Aggregating Module

In this section, we aim to aggregate different modal embed-
dings for final representation. As shown in the third part of
Fig. 4, different from concatenating multi-modal embedding
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directly [25], we turn to design a novel adaptive attention
based network to capture more discriminative feature capa-
bility. Formally, the final representation of v1i can be com-
puted as

f2ðv1i Þ ¼
X

j2fT;ig
bjf̂

j
1ðv1i Þ; (6)

where bj is the adaptive weights of each modal embedding,
which aim to discover the relationships among different
modalities. bj can be formulated as

bj ¼
expfLeakyReLUðu>f̂ j

1ÞgP
k expfLeakyReLUðuT f̂k

1 Þg
;

where LeakyReLU denotes leaky version of a Rectified Lin-
ear Unit, and u 2 R2d�1 is the parameter. f̂ j

1 2 R2d denotes
the concatenated embeddings

f̂ j
1 ¼

fj1kFðx1i Þ; when j 6¼ i;

Fðx1i ÞkFðx1i Þ; when j ¼ i:

(

where Fðx1i Þ is the mapping introduced in Section 3.1, and k
denotes concatenation operator.

3.3 Model Training

To perform corporate relative valuation for input node, we
train HM2 from two aspects: 1) corporate relative valuation
loss, and 2) heterogeneous graph representation structural
loss. This constructs a multi-task learning approach, which
can learn more discriminative representation. In result, the
overall loss function is

‘ ¼ ‘m þ �‘b;

‘m ¼ �
X
i2V 1

X
j

1fypi ¼ jglog
expðu>j f2ðviÞÞP
k expðu>k f2ðviÞÞ

;

‘b¼
X

<i;j;k>2T
maxf0;mþ dðf2ðviÞ; f2ðvjÞÞ � dðf2ðviÞ; f2ðvkÞÞg;

s:t: ybi ¼ ybj 6¼ ybk; ypi ¼ ypj ¼ ypk; (7)

where ‘m denotes the corporate valuation loss, u is the fully
connected layer to the prediction layer, m represents the
margin defined manually, and dð�Þ is the distance measure-
ment function, which measures the distance between two
node embeddings (we utilize the euclidean distance here
for simplicity). Note that ‘b reflects the embedding effect
between competitors considered by traditional domain
experts, thus further regularizes the embedding structure in
the same business category. Inspired by [26], we can corpo-
rate the randomwalk in graph to generate triplets < i; j; k >
2 T . In detail, we first generate a set of random walks in the
HMMG. Thenwe collect node jwith same the same business
category ybi and valuation level ypi for node i in the walk
sequence. Besides, we sample node k with the same valua-
tion level ypi but different business category ybi for node i. For
optimizing HM2, we first sample a mini-batch of triplets at
each iteration, and calculate the objective according to Equa-
tion (7). The model parameters are updated via the Adam
optimizer [27]. And we utilize extra 10% randomly sampled
data as early stop for better generalization. With the learned

model, we can conduct inductive corporate relative
valuation.

Algorithm 1. The Pseudo Code of HM2

Input:

� Dataset: HMMG ðV;E;CV ; CEÞ, attribute x, ground
truth y;

� Parameter: �;
� maxIter: T , learning rate: lr

Output:

� Classifiers: F
1: Initialize HM2 model parameters Q;
2: while stop condition is not triggered do
3: formini-batch of company node v1 do
4: Gather neighbour nodes n for each node in batch via

random walk;
5: Select neighbour company and member nodes with

highest frequency, N1ðv1Þ and N2ðv1Þ respectively;
6: Calculate ft

1ðv1i Þ according to Equation (5);
7: Calculate f2ðv1i Þ according to Equation (6);
8: Calculate ‘m;
9: Sample triplets T and calculate ‘b;
10: Calculate loss ‘ ¼ ‘m þ �‘b according to Equation (7);
11: Update model parameters using gradient descent;
12: end for
13: end while

The procedure of training HM2 model can be summa-
rized in Algorithm 1. Line 4 and line 5 correspond to
our neighbour sampling module. Line 6 and Line 7 cal-
culate the proposed modal attribute encoding and the
multi-modal aggregating results respectively. Line 8 and
line 9 calculate the classification loss and triplet margin
loss respectively. In each epoch, HM2 samples mini-
batches of company nodes v1 and update model parame-
ters using gradient descent.

4 EXPERIMENTS

In this section, we develop related experiments to validate
the effectiveness of our proposed method.

� Q1: How do HM2 and state-of-the-art comparison
methods perform on real-world dataset? For exam-
ple, the prediction performances in Definition 1.

� Q2: How do the components of HM2 affect the esti-
mation? For example, modal attribute encoding.

� Q3: How do various hyper-parameters in the
approach affect performance? For example, the size
of sampled neighbor and the embedding size.

We compare our HM2 model with three traditional meth-
ods: SVM, MLP, KNN, and seven state-of-the-art graph
methods: HetGNN [19], m2vec [28], ASNE [29], GraphS-
AGE (SAGE for simplicity) [18], GAT [25], HAN [30], and
GATNE [31]. All the methods are given the best perfor-
mance as [19]. The details are:

� SVM: A linear method that considers single modal
features as input, in detail, we develop the attributes
of corporate node as the input;
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� MLP: A fully connected network that considers sin-
gle modal features as input, in detail, we develop the
attributes of corporate node as the input;

� HetGNN: A heterogeneous graph neural network
model that constructs two modules to aggregate fea-
ture information of heterogeneous nodes respec-
tively, in which the first module learns embeddings
of heterogeneous contents with the LSTM module,
and the second module aggregates embeddings of
different neighboring types for obtaining the final
node embedding [13];

� m2vec: A heterogeneous graph model that leverages
meta-path based random walks in heterogeneous net-
works to generate heterogeneous neighborhoods, then
extends the skip-grammodel to facilitate themodeling
of connected nodes. The model can preserve both the
structures and semantics of the given heterogeneous
network bymaximizing the likelihood [28];

� ASNE: An attributed graph embedding method,
which learns representations for nodes by preserving
both the structural proximity (capturing the global
network structure) and attribute proximity [29];

� GraphSAGE (SAGE for simplicity): An inductive graph
neural network model that leverages node feature to
efficiently generate node embeddings for unseen data.
The model generates embeddings through sampling
and aggregating features from a node’s local neighbor-
hood by different neural networks, i.e., LSTM [18];

� GAT: A graph network model, which aggregates
neighbors’ information bymasked self-attentions [25];

� HAN: A novel heterogeneous graph neural network
based on the hierarchical attention, including node-
level and semantic-level attentions;

� GATNE: A heterogeneous network that splits the
overall node embedding into three parts: base, edge,
and attribute embedding. The base embedding and
attribute embedding are shared among edges of dif-
ferent types, while the edge embedding is computed
by aggregation of neighborhood information with
the self-attention mechanism;

� FAME: A heterogeneous network that maps the units
from different modalities into the same latent space,
which can preserve both attribute semantics and
multi-type relations in the learned embeddings.

HetGNN, ASNE and m2vec are unsupervised graph
node embedding learning methods. Thereby we use the
source code provided by the authors, and modify our data-
set to conform to their input formats. For m2vec, we employ
three meta-paths, i.e., company-company, company-mem-
ber-company, and company-member-member-company
respectively. In addition, the walk length is set to 300. For
ASNE, we employ the same content features of different
modalities as HM2 and concatenate them as general features
besides the latent features. For GraphSAGE and GAT, we
use the same input features and sampled neighbors set for
each node as HM2. With the learned embeddings, we train
an MLP model to obtain a classifier or regressor as HM2.
GAT and SAGE are two transductive graph learning meth-
ods, we use a mask to indicate training and test nodes. For
all the compared methods, we use the same early stop
criterion.

4.1 Implementation

The number of embedding aggregation head H is 2, the
dimension of edge embedding p is set as 32, and the hidden
layer of node embedding q is set as 128 dimensions. f1 is a
two-layer modal attribute encoding module, and f2 is two-
layer fully connected network. The batch size is set as 32, trip-
let loss margin is 1.0 in experiment, randomwalk length is set
as 300, and the probability of returning to the starting point is
0.05. The � in Equation (7) is tuned with cross validation. The
validation set is randomly selected from the training set by
10%. When the validation set loss does not decrease within 50
epochs, the training will be stopped. For comparing methods,
we adjust the hyper-parameters according to the original
paper to acquire their optimal results.We implement HM2 on
a server with GPUmachines (Nvidia 2080ti).

4.2 Corporate Relative Valuation

To answer Q1, we design experiments to evaluate HM2 on
corporate relative valuation task. We give both approximate
(coarse-grained range y) and accurate (fine-grained ŷ) valu-
ations, in which ŷp denotes the real value with log operator
of corporate valuation.

Similar to traditional node classification task, we first use
training data to build the model, then employ the learned
model to predict nodes in test data. The ratio of training
data is set to 10%, 30%, 50% and 70%, and the remaining
nodes are used for test. As a multi-class classification prob-
lem, we use Accuracy (Acc), Recall (Rec), Precision (Pre),
and F1-measure as the evaluation metric. Note that we use
weighted average measures of Rec, Pre and F1 considering
data imbalance problem. In addition, duplicated companies
are removed from the experiments. Table 3 reports results
of HM2 and comparison methods. The results reveal that: 1)
Graph embedding methods are superior than traditional
linear method, which considers only the information of
input node itself; 2) Most methods achieve good perfor-
mance in the corporate relative valuation, which reflects the
effectiveness of machine learning models on simulating the
judgment of domain experts; 3) HM2 achieves the best or
comparable performance to comparison methods, which
shows that HM2 can encode effective node embedding for
valuation task by considering the heterogeneous node
attributes and linkages comprehensively; 4) HM2 performs
better than another attention based graph model GAT,
because HM2 considers heterogeneous neighbors and link-
ages comprehensively, and uses a more effective multi-
head attention mechanism that validates the effectiveness of
heterogeneous neighbor construction and fusion; 5) HM2

performs better than HetGNN, which adopts LSTM to
aggregate heterogeneous neighbors, and this indicates that
attention mechanism can better employ the linkages; 6)
HM2 performs better than FAME, the reason is that HM2

takes the relations as feature vectors, and utilizes an extra
mapping function Cð�Þ for better learning the similarity
between two nodes; and 7) With the increase of training
data, the performance of HM2 improves faster than other
methods, for the reason that HM2 employs the triplet loss
by considering the embedding structure, and can better
reflect the global structure of graphs with the increase of
training data. Moreover, we regard the corporate relative
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valuation as a regression problem, i.e., ‘m ¼ kŷpi � u>f2ðvÞk2.
Table 4 reports the MSE results of HM2 and comparison
methods. The results reveal that: 1) The machine learning
methods also have considerable performance on accurate
relative valuation prediction; and 2) HM2 also achieves the
best or comparable performance, which is much better than
comparison methods even under low training data ratio,
i.e., HM2 performs better with only 10% training data.

A notable phenomenon is that various methods do not
have significant performance: 1) Even the performance of
the best method are not significant; and 2) The promotions
between deep methods and linear method, and the promo-
tions between HM2 and other deep graph models are not
significant. This is because: 1) Considering the data privacy
and field limitations, the amount of data is relatively small,
which affects the training of deep models; and 2) Consider-
ing the feature missing and information insufficiency, the
information contained in raw multi-modal data is limited.

4.3 Analysis of HM2

To answer Q2, we design ablation studies for evaluation.
Ablation Study. To explore the role of each module in

HM2, we conduct extra ablation studies to evaluate per-
formances of several variants, including:

� HM2-N: The variant of HM2 that only adopts the
direct neighbors, without considering the higher-
order neighbors;

� HM2-L: The variant of HM2 that replaces the trans-
former based attribute encoding module with tradi-
tional Bi-LSTM to encode heterogeneous node;

� HM2-FC: The variant of HM2 that replaces the trans-
former based attribute encoding module with fully
connected network to encode heterogeneous node;

� HM2-R: The variant of HM2 that doesn’t consider the
relation embedding in Equation (3);

� HM2-A: The variant of HM2 that replaces attention
based multi-modal aggregation module with directly
concatenating multi-modal embeddings;

� HM2-B: The variant of HM2 that removes the triplet
loss in Equation (7).

The results of prediction are reported in Tables 5 and 6.
They reveal that: 1) HM2 behaves better than HM2-N, which
demonstrates that neighbor sampling is effective for subse-
quent operation and embedding generalization; 2) HM2

behaves better than HM2-L and HM2-FC, which shows that
linkage-aware multi-head attention based encoding outper-
forms other methods without considering the linkages, and
is beneficial for learning attribute interactions; 3) HM2

behaves competitive to HM2-A, which reveals that the self-
attention mechanism has a slight advantage, and both kinds
of neighbors have relative contributes for prediction; 4)
HM2 performances better than HM2-R, which indicates the
effectiveness of linkage representation in learning node
embedding; and 5) HM2 performs better than HM2-B,
which shows that triplet loss can take graph structure into
full account to learn more discriminative embedding.

TABLE 4
Corporate Relative Valuation Results (ŷ), Percentage Denotes Training Data Ratio

Metric SVM MLP KNN HetGNN GAT SAGE ASNE m2vec HAN GATNE FAME HM2

MSE 10% 4.277 	 .057 4.268 	 .212 4.188 	 .077 4.122 	 .033 5.247 	 .304 4.998 	 .176 3.822 	 .080 4.599 	 .081 4.496 	 .198 4.927 	 .060 4.796 	 .093 3.919 	 .077

30% 4.029 	 .104 4.170 	 .250 4.165 	 .093 4.002 	 .046 4.225 	 .080 4.517 	 .096 3.823 	 .056 4.458 	 .024 4.207 	 .116 4.729 	 .029 4.607 	 .059 3.481 	 .051

50% 3.818 	 .098 3.856 	 .114 4.143 	 .115 3.868 	 .072 3.872 	 .116 4.366 	 .207 3.638 	 .065 4.247 	 .051 3.970 	 .096 4.633 	 .022 4.561 	 .134 3.432 	 .071

70% 3.523 	 .130 3.680 	 .219 4.127 	 .108 3.723 	 .039 3.453 	 .127 3.981 	 .043 3.487 	 .080 4.005 	 .045 3.858 	 .304 4.622 	 .030 4.475 	 .163 2.951 	 .084

The best results are highlighted in bold.

TABLE 3
Corporate Relative Valuation Prediction Results (y), Percentage Denotes Training Data Ratio

Metric SVM MLP KNN HetGNN GAT SAGE ASNE m2vec HAN GATNE FAME HM2

Accuracy 10% .273 	 .002 .247 	 .014 .326 	 .012 .307 	 .004 .313 	 .011 .304 	 .012 .289 	 .011 .299 	 .008 .310 	 .011 .304 	 .004 .322 	 .014 .346 	 .008
30% .305 	 .003 .305 	 .047 .333 	 .005 .353 	 .009 .346 	 .008 .364 	 .011 .359 	 .002 .342 	 .010 .347 	 .011 .330 	 .004 .349 	 .002 .388 	 .004
50% .336 	 .002 .340 	 .046 .347 	 .009 .377 	 .005 .378 	 .003 .395 	 .007 .387 	 .007 .360 	 .002 .393 	 .009 .346 	 .002 .380 	 .005 .410 	 .008
70% .367 	 .002 .374 	 .029 .349 	 .010 .393 	 .008 .407 	 .009 .413 	 .010 .399 	 .003 .388 	 .016 .403 	 .009 .357 	 .007 .390 	 .010 .446 	 .007

Precision 10% .286 	 .003 .172 	 .097 .331 	 .010 .301 	 .009 .319 	 .313 .305 	 .013 .290 	 .014 .294 	 .010 .309 	 .011 .304 	 .003 .323 	 .011 .351 	 .006
30% .341 	 .006 .266 	 .095 .337 	 .004 .355 	 .011 .339 	 .010 .354 	 .011 .361 	 .004 .335 	 .008 .346 	 .007 .329 	 .005 .351 	 .004 .395 	 .004
50% .334 	 .005 .292 	 .102 .351 	 .009 .386 	 .007 .375 	 .003 .386 	 .007 .386 	 .013 .362 	 .005 .386 	 .014 .344 	 .003 .377 	 .007 .405 	 .012
70% .358 	 .004 .384 	 .021 .355 	 .013 .385 	 .012 .404 	 .009 .408 	 .010 .400 	 .002 .385 	 .016 .398 	 .013 .354 	 .006 .383 	 .011 .428 	 .004

Recall 10% .273 	 .007 .247 	 .014 .326 	 .012 .307 	 .004 .313 	 .011 .304 	 .015 .289 	 .011 .299 	 .008 .310 	 .011 .304 	 .004 .322 	 .014 .346 	 .008
30% .305 	 .004 .305 	 .047 .333 	 .005 .353 	 .009 .346 	 .010 .364 	 .011 .359 	 .002 .338 	 .010 .347 	 .011 .330 	 .004 .349 	 .002 .388 	 .004
50% .336 	 .006 .340 	 .046 .346 	 .009 .377 	 .005 .378 	 .003 .395 	 .007 .384 	 .007 .358 	 .002 .393 	 .009 .346 	 .002 .380 	 .005 .410 	 .012
70% .367 	 .005 .374 	 .029 .349 	 .010 .393 	 .008 .407 	 .009 .413 	 .010 .399 	 .003 .388 	 .016 .403 	 .009 .357 	 .007 .390 	 .010 .446 	 .005

F1-measure 10% .175 	 .003 .122 	 .038 .326 	 .011 .301 	 .010 .313 	 .011 .302 	 .012 .288 	 .013 .292 	 .016 .301 	 .010 .297 	 .009 .322 	 .013 .340 	 .009
30% .269 	 .004 .220 	 .085 .334 	 .004 .345 	 .016 .339 	 .008 .355 	 .012 .359 	 .003 .335 	 .012 .334 	 .018 .328 	 .005 .349 	 .004 .376 	 .005
50% .327 	 .003 .275 	 .085 .347 	 .009 .377 	 .006 .376 	 .003 .389 	 .007 .381 	 .009 .359 	 .004 .385 	 .010 .343 	 .003 .375 	 .009 .400 	 .008
70% .351 	 .004 .333 	 .053 .350 	 .011 .381 	 .015 .405 	 .009 .410 	 .010 .398 	 .003 .385 	 .017 .397 	 .013 .351 	 .007 .384 	 .011 .424 	 .007

The best results are highlighted in bold.
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4.4 Influence of Linkages

In detail, the linkage type set of the CRV graph consists: 1)
company-company linkages, 2) company-member linkages, and

3) member-member linkages. The main statistics are in Table 1

of the main body. Although HM2 only focused on the

embedding learning of company nodes in this paper, when

collecting company nodes’ neighbors, HM2 utilizes the ran-

dom walk sampling for neighbor construction of each node

following [14]. Therefore, the company-member and mem-

ber-member linkages can help collect high-order member

neighbors for each node.
To explore the influence of linkages on embedding learn-

ing, we have conducted ablation studies to evaluate the
mentioned relationships: 1) w/o m-m: HM2 without mem-
ber-member linkages, i.e., HM2 that only samples the
company’s direct member neighbors; 2) w/o c-m: HM2

without company-member linkages, i.e., HM2 that does not
sample company’s member neighbors; 3) w/o e: HM2 that
does not distinguish edge types, i.e., the linkage is 1 if two
nodes connected, otherwise is 0.

Table 7 records the results, and they reveal that: 1) the per-
formance degradation of w/o m-m is not obvious, it indi-
cates that the effect of member-member linkage is weak, for
the reason that only the core members (i.e., the direct mem-
bers) are necessary for company valuation, whereas the
member-member linkage has less contribution to company
node embedding learning; 2) the performance degradation

of w/o c-m is more significant, because member neighbors
are useful for learning more discriminative embedding of
company node; 3) HM2 is superior to w/o e, which indicates
that it is more meaningful to consider the type of linkages
when learning node embedding.

4.5 Hyper-Parameters Study

To answer Q3, we also develop hyper-parameter experi-
ments to analyze the impacts of key parameters, i.e., the size
of sampled neighbors set. We fix the ratio of training data to
70%, with all valuation level labels. The performances of
HM2 are shown in Fig. 5. Figs. 5a and 5b declare that, with
the increase of neighbor size, all evaluation metrics first
become better, i.e., accuracy and F1 increase and MSE
decreases, and later turn worse after exceeding a certain
size, i.e., around 13, which may be caused by the noise and
weakly related neighbors. As is demonstrated in Fig. 5, the
best neighbor size is 10� 15.

Furthermore, Fig. 6 shows the valuation performances of
HM2 embeddings with various dimensions, Fig. 6a reflects
the classification task and Fig. 6b reflects the regression
task. The dimension d varies from 32 to 256, the figures
reveal that all evaluation criteria improve first, i.e., accuracy
and F1 increase and MSE decreases, since better embed-
dings can be learned. However, the performance deteriorate
when d further increases, i.e., after 128 dimension, this may
be because of over-fitting.

TABLE 5
Ablation Study (y), Percentage Denotes Training Data Ratio

Metric HM2-N HM2-L HM2-FC HM2-A HM2-B HM2-R HM2

Accuracy 10% 0.335 	 0.003 0.329 	 0.006 0.334 	 0.009 0.341 	 0.003 0.326 	 0.006 0.334 	 0.005 0.346 	 0.008
30% 0.366 	 0.003 0.380 	 0.006 0.347 	 0.011 0.388 	 0.002 0.380 	 0.004 0.385 	 0.005 0.388 	 0.004
50% 0.396 	 0.004 0.389 	 0.014 0.381 	 0.016 0.381 	 0.006 0.377 	 0.008 0.396 	 0.008 0.410 	 0.008
70% 0.427 	 0.009 0.434 	 0.026 0.420 	 0.017 0.430 	 0.011 0.424 	 0.008 0.433 	 0.006 0.446 	 0.007

Precision 10% 0.333 	 0.003 0.329 	 0.031 0.337 	 0.008 0.340 	 0.002 0.337 	 0.007 0.334 	 0.005 0.351 	 0.006
30% 0.379 	 0.005 0.375 	 0.003 0.372 	 0.012 0.393 	 0.004 0.379 	 0.004 0.388 	 0.005 0.395 	 0.004
50% 0.385 	 0.006 0.377 	 0.016 0.382 	 0.026 0.374 	 0.005 0.377 	 0.008 0.390 	 0.016 0.405 	 0.012
70% 0.423 	 0.008 0.421 	 0.034 0.418 	 0.023 0.432 	 0.010 0.428 	 0.009 0.425 	 0.007 0.428 	 0.004

Recall 10% 0.335 	 0.003 0.329 	 0.006 0.334 	 0.009 0.341 	 0.002 0.326 	 0.010 0.334 	 0.005 0.346 	 0.008
30% 0.366 	 0.003 0.380 	 0.006 0.347 	 0.011 0.388 	 0.004 0.380 	 0.004 0.385 	 0.005 0.388 	 0.004
50% 0.396 	 0.004 0.389 	 0.014 0.381 	 0.016 0.381 	 0.009 0.377 	 0.008 0.396 	 0.008 0.410 	 0.012
70% 0.427 	 0.009 0.434 	 0.025 0.420 	 0.017 0.430 	 0.013 0.424 	 0.008 0.433 	 0.006 0.446 	 0.005

F1-measure 10% 0.331 	 0.003 0.327 	 0.022 0.334 	 0.010 0.340 	 0.003 0.329 	 0.006 0.333 	 0.004 0.340 	 0.009
30% 0.356 	 0.004 0.371 	 0.006 0.341 	 0.013 0.387 	 0.002 0.376 	 0.004 0.382 	 0.006 0.376 	 0.005
50% 0.388 	 0.004 0.368 	 0.028 0.347 	 0.024 0.376 	 0.006 0.357 	 0.009 0.387 	 0.013 0.400 	 0.008
70% 0.418 	 0.010 0.423 	 0.026 0.418 	 0.023 0.425 	 0.011 0.423 	 0.007 0.423 	 0.006 0.424 	 0.007

The best results are highlighted in bold.

TABLE 6
Ablation Study (ŷ), Percentage Denotes Training Data Ratio

Metric HM2-N HM2-L HM2-FC HM2-A HM2-B HM2-R HM2

MSE 10% 5.223 	 0.231 3.921 	 0.559 5.304 	 0.487 4.091 	 0.658 5.808 	 0.269 4.013 	 0.216 3.919 	 0.077
30% 3.807 	 0.104 4.027 	 0.905 4.022 	 0.151 3.801 	 0.068 3.766 	 0.086 3.605 	 0.120 3.481 	 0.051
50% 3.731 	 0.066 3.708 	 0.261 3.800 	 0.138 3.505 	 0.034 3.895 	 0.053 3.477 	 0.076 3.432 	 0.071
70% 3.267 	 0.065 3.167 	 0.352 3.034 	 0.162 3.114 	 0.031 3.251 	 0.068 3.014 	 0.058 2.951 	 0.084

The best results are highlighted in bold.
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4.6 Case Study

Moreover, in order to analyze the interpretability of HM2,
we also give the attention visualization results of two
unlisted company (MiaoQu and MayiJuniu software com-
panies) by using HM2. The visualization results are shown
in Fig. 7, and it is notable that we only exhibit the relation-
ships between input node and the neighbors, not the

topology structure. The first row displays MiaoQu com-
pany, and the second row illustrates MayiJuniu company.

In the first row, Fig. 7a indicates that the relative valua-
tion is strongly related to the company neighbors, i.e., a ¼
0:75, which is reasonable, because unlisted company’s value
is generally strongly related to the company’s industry
information. Meanwhile, Figs. 7b and 7c reveal that the
companies “XiaoChu”, “Jingyue”, “Meishan” (the weights
are 0:18; 0:15; 0:13) and member “JianGen Cao” (the weight
is 0.74) have great impacts on the company, as these
subsidiaries produced MiaoQu’s main products, and Jian-
Gen Cao is the CEO of the company.

In the second row, Fig. 7a indicates that the relative valua-
tion has relatively balanced correlations with the company and
member neighbors, i.e., company attention weight a ¼ 0:51
and member attention weight a ¼ 0:49, which is reasonable,
since the company has several influential members, “Xiaoming
Hu” not only owns several influential companies, but also has
connections withmany core members of other listed company.
Meanwhile, Figs. 7b and 7c reveal that the companies
“ZhejiangMayi, LLC”, “ZhejiangMayi” (the weights are
0:28; 0:27) and member “Xiaoming Hu” (the weight is 0.75)
have great impacts on the “MayiJuniu”, as these companies are
respectively investors and clients of the “MayiJuniu”, and
“XiaomingHu” is the CEOof the company.

5 RELATED WORK

The related works include: 1) corporate valuation; 2) multi-
modal aggregation; and 3) heterogeneous graph mining.

Corporate Valuation. Corporate valuation methods can be
divided into two categories, i.e., relative valuation [32], [33],
[34] and absolute valuation [4], [5]. Relative valuation
always conducts a comparison with comparable companies
(Trading Comps) or precedent transactions (Deal Comps).

Fig. 5. Influence of sampled neighbor size, x-axis denotes the neighbor
size and y-axis represents performance measure.

Fig. 6. Influence of embedding dimension, x-axis denotes the embed-
ding dimension and y-axis represents performance measure.

TABLE 7
Corporate Relative Valuation Prediction Results With Ablation
Studies Considering Different Linkage Settings, Percentage

Denotes Training Data Ratio

Metric w/o m-m w/o c-m w/o e HM2

Accuracy 10% .341 	 .006 .337 	 .005 .334 	 .005 .346 	 .008
30% .383 	 .005 .385 	 .007 .385 	 .005 .388 	 .004
50% .402 	 .010 .394 	 .006 .396 	 .008 .410 	 .008
70% .434 	 .005 .432 	 .005 .433 	 .006 .446 	 .007

Precision 10% .340 	 .006 .339 	 .003 .334 	 .005 .351 	 .006
30% .385 	 .008 .388 	 .008 .388 	 .005 .395 	 .004
50% .399 	 .010 .395 	 .009 .390 	 .016 .405 	 .012
70% .426 	 .008 .428 	 .006 .425 	 .007 .428 	 .004

Recall 10% .341 	 .006 .337 	 .005 .334 	 .005 .346 	 .008
30% .383 	 .005 .385 	 .007 .385 	 .005 .388 	 .004
50% .402 	 .010 .394 	 .006 .396 	 .008 .410 	 .012
70% .432 	 .005 .432 	 .005 .433 	 .006 .446 	 .005

F1-measure 10% .338 	 .005 .337 	 .004 .333 	 .004 .340 	 .009
30% .372 	 .007 .382 	 .007 .382 	 .006 .376 	 .005
50% .395 	 .009 .390 	 .007 .387 	 .013 .400 	 .008
70% .423 	 .008 .426 	 .006 .423 	 .006 .424 	 .007

MSE 10% 3.909 	 0.068 3.877 	 0.039 4.013 	 0.216 3.919 	 0.077
30% 3.541 	 0.090 3.553 	 0.095 3.605 	 0.120 3.481 	 0.051
50% 3.451 	 0.062 3.440 	 0.027 3.477 	 0.076 3.432 	 0.071
70% 3.047 	 0.060 3.013 	 0.018 3.014 	 0.058 2.951 	 0.084

The best results are highlighted in bold.
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Absolute valuation, which concentrates on the analysis of
cash flow and the converting to current value, is a more
complex refined forecast method. With the development of
data mining technologies, there have been some attempts to
use related techniques for valuation [35], [36]. However,
these methods require full financial statements and stock
information, which are difficult to obtain considering com-
mercial privacy protection, especially for startups. Another
effective method is to analyze the company’s core resources
and members, which are much easier to obtain from public
information. But this method needs experienced experts.

Multi-Modal Aggregation. Multi-modal learning improves
performance by leveraging heterogeneous multi-source data,
in which modal sufficiency is one of the important principles.
Traditional methods make full use of multi-modal data by
directly aggregating multiple source information, i.e., early
(i.e., feature-based) or late fusion (i.e., decision-based), for
example, early fusionmethods concatenated the multiple fea-
ture representations for final prediction. In contrast, late
fusion methods utilize max/mean pooling to integrate multi-
modal predictions. Theses approaches are based on the
assumption that each modal can provide sufficient informa-
tion for prediction. However, the information contained in
variousmodalities is divergent, thus researchers turn to adopt
weighted ensemble for acquiring a more reliable prediction.
For example, [37] developed shot-variance and min-fusion
schemes for both intra- and intermodal fusions; [38] utilized
multiple kernel learning to integrate different modal informa-
tion. Recently, with the development of deep learning and
attention mechanism, many approaches attempted to self-
learn the modal weights, for example, [39] incorporated

feature-wise attention network to concatenate deep multi-
modal embeddings for rumor detection; [40] combined self-
attention to adaptively learn the weights for different modali-
tieswhich is further used for prediction.

HeterogeneousGraphMining.Graph learning [41] is one of the
most popular data mining topics. Recently, with the advent of
deep learning, graph neural networks [18], [22], [22], [41],
which aggregate information from neighbors via neural net-
works, have been widely researched. Different from previous
graph embedding models, which adopt linear methods, the
key idea of graph neural networks is to aggregate feature infor-
mation from node’s neighbors via neural networks. For exam-
ple, [18] proposed Graph-SAGE using neural networks, i.e.,
LSTM, to aggregate neighbors’ feature information; [25] devel-
oped GAT to measure impacts of different neighbors via
employing attentionmechanism, and combine their impacts to
obtain node embeddings. Most of these methods concentrate
on homogeneous graph.However, as introduced in Section 2.2,
company’s core resources and members construct a heteroge-
neous graphwithmulti-modal attribute. To solve this problem,
heterogeneous graphs mining has been proposed and applied
widely, for example, [42] extracted topological features, and
predicted citation relationship, [43] developed a co-attention
deep network to leverage meta-path based context. Besides,
[44], [45] designed heterogeneous networks to automatically
preserve both attribute semantics andmulti-type relations.

6 CONCLUSION

Considering the availability and deficiency of financial state-
ments, corporate relate valuation, based on core resources,

Fig. 7. Example of attention visualizations for two cases. (a) is attention visualizations of multi-modal aggregation module, (b) and (c) are attention
visualizations of modal attribute encoding module.
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members, and competitors, plays an important role in enter-
tainments services. Traditional CRV always relies on domain
experts, which undoubtedly brings huge costs. Recent years,
an increasing number of machine learning methods have
been successfully applied in entertainments services. Nota-
bly, company’s structure can be represented as a heteroge-
neous multi-modal graph, and the attributes on different
types of nodes constitute multi-modal data. Therefore, we
developed HM2, an HGNN style method, which can aggre-
gate node attributes via linkage-aware multi-head attention
mechanism, rather than use multi-instance based methods
without considering relationships among nodes.Meanwhile,
HM2 adopted additional triplet loss with embedding of com-
petitors as the constraint to learn more discriminative fea-
tures. Consequently, HM2 can explore company intrinsic
properties to improve CRV. Extensive experiments on real-
world CRV data demonstrated the effectiveness of HM2.
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